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1.　Introduction

An understanding of the behaviour of lexical items in natural language informs many 

areas of linguistic study, such as descriptions of their context-dependent frequencies for 

inclusion in corpus-informed dictionaries, analyses of their semantic meanings for better 

developing computer-based natural language processing, and evaluations of their socio-

linguistic usage for helping second language learners understand how language is actually 

used.　Whilst word behaviour can be investigated through drawing together people＇s 

intuitions, it can be explored on a far more immense scale, with similarly immense speed 

and reliability, through the systematic analysis of corpora (Hunston, ₂₀₀₂; Lindquist, ₂₀₀₉; 
McEnery & Wilson, ₂₀₀₁).　One such method of researching word behaviour in natural 

language is to produce a frequency-ranked list of a word＇s collocates, which are the words 

with which it habitually co-occurs in a given linguistic context.　These lists of collocates 

can then be used, amongst other purposes, to help sketch a preliminary semantic profile 

of the main word under investigation (Hunston, ₂₀₀₂; Kilgarriff, Rychly, Smrz, & Tugwell, 

₂₀₀₄; Stubbs, ₁₉₉₆).　In producing the lists, corpus software programs typically use one 

Deriving Lists of Collocates from Web Corpora:  
Issues and Implications of Different Association Measures

Keith Barrs
(Received on October ₃₁, ₂₀₁₉)

Abstract

This research investigates the issues and implications of using different association 
measures to derive a list of collocates for words in a web corpus.　A case study was carried 
out on the search word ＇zero＇ in the enTenTen₁₂ corpus of web-based English, comparing 
the list of its collocates ranked by raw frequency with lists ranked by the traditional asso-
ciation measures of MI, t-score and log-likelihood, and then further comparing these with 
a list ranked by the more modern logDice statistic.　It was found that the logDice measure 
was by far the most effective of the five at building up a semantic profile of the search 
word, carrying the implication that the corpus analyst needs to be aware of the various 
issues involved in the application of different association measures to the analyses of web 
corpora.



Studies in the Humanities and Sciences, Vol. LX No. 2

─　　─72 

or more of a large number of statistical association measures with which to sort and rank 

a corpus of millions or billions of words, which would be all but impossible to do manually.　
A statistical association measure is defined as ＂a formula of an association score which 

indicates the amount of statistical association between two words＂ (Rychly, ₂₀₀₈, p. ₆).　It 

is then up to the user of the corpus software program to select the measure of statistical 

association most appropriate for their research purposes (Cheng, ₂₀₁₂).

Over the relatively short history of modern (i.e. computer-based) corpus linguistics, 

which goes back to the ₁₉₆₀＇s with the publication of the Brown Corpus, a large number 

of association measures have been applied in the ranking of collocates.　These measures 

have been used primarily because ranking collocates by raw frequency alone, whilst ini-

tially informative, does not express the strength of association and/or statistical signifi-

cance between the node and collocate.　This strength of association can be thought of as 

the amount of magnetic pull between words.　As an example, Figure ₁ below shows the 

top ₁₅ collocates of the search word ＇karate＇ in the Corpus of Contemporary American 

English (COCA), ranked by raw frequency.　Ignoring the punctuation marks and function 

words higher up on the list, the first word of notable interest is ＇kid＇, at rank ₁₃, from the 

collocation ＇The Karate Kid＇ (a popular ₁₉₈₀＇s movie).　This shows that the word ＇kid＇ is a 

frequent collocate of ＇karate＇, but ＇kid＇ is also likely to be a frequent collocate of many other 

words that are not particularly associated with ＇karate＇, such as ＇Sundance＇ (i.e. the nick-

name of the American outlaw Harry Longabaugh), ＇little＇ and ＇cute＇.

Figure 1.　The top 15 collocates of ‘karate’, ranked by raw frequency.
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To get a better sense of the collocates which are more strongly associated with (or 

magnetically attracted to) ＇karate＇, it is useful to use an association measure.　Figure ₂ 
again shows the top ₁₅ collocates of ＇karate＇, but this time ranked with the ＇mutual informa-

tion＇ association measure (a description of this measure is given below).　In this list, ＇judo＇ 
is ranked at the top of the list and represents a collocate that naturally feels more strongly 

associated with ＇karate＇ (i.e. both being martial arts), than does the collocate ＇kid＇.
Association measures work by comparing what has been observed about the co-

occurrence of the node (i.e. the main search word) and a collocate, with what would be 

expected under the null hypothesis (i.e. the assumption that the node has no statistically 

significant influence over the words that surround it).　Commonly-used measures of sta-

tistical association in the field of corpus linguistics are the MI, t-score and log-likelihood 

measures (Hunston, ₂₀₀₂; Lindquist, ₂₀₀₉; McEnery & Hardie, ₂₀₁₂).　Despite their 

popularity, each measure has a weakness: MI tends to highlight collocates for which there 

is little evidence in the corpus, t-score tends to highlight function-word collocates, and log-

likelihood produces a list of function words and punctuation, with lexical collocates appear-

ing much lower down the ranked list.　The weaknesses of these measures are typically 

acknowledged as an inconvenience of which the analyst needs to be aware (Lindquist, 

₂₀₀₉; McEnery, Xiao, & Tono, ₂₀₀₆), and as a result many corpus analysis software pro-

grams such as AntConc and the COCA online interface allow the user to exclude function 

words and punctuation from the analyses.　A more serious problem arises, however, when 

Figure 2.　The top 15 collocates of ‘karate’, ranked by mutual information (MI) association measure.
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the association measures are applied to web corpora.　With web corpora, these weak-

nesses are amplified because the massive size of the corpora increases the amount of rare 

words, which affects the MI measure, and increases the frequency of function words and 

punctuation, which affects the T-score and log-likelihood measures.

This research investigates the issues and implications of using different association 

measures to derive a list of collocates for words in a web corpus.　Specifically, a case 

study was carried out on a search word in a large web corpus, comparing the list of its 

collocates ranked by raw frequency with lists ranked by the traditional association mea-

sures of MI, t-score and log-likelihood, and then further comparing these with a list ranked 

by the more modern logDice measure.

2.　Methodology

The word ＇zero＇ was chosen as the main search word for this case study for two main 

reasons.　First of all, it is one of the most frequent words in English, meaning that tens of 

thousands of examples of this word in natural language usage can be processed by a com-

puter to inform the collocation analysis.　Secondly, because of the fact that ＇zero＇ can be 

used as both a numeral (₀) and a word (zero) it is likely to collocate with not only a wide 

variety of lexical words, such as ＇tolerance＇, but also functional words (e.g. ＇and＇) and punc-

tuation (e.g. ＇.＇).　In this way, the various lists of collocates produced by the application of 

different association measures can be compared for how well they sort through the hun-

dreds of thousands of collocational pairs to give a list which provides an overall semantic 

profile of the way in which ＇zero＇ is used in the web corpus.

The Sketch Engine corpus query system (www.sketchengine.co.uk/) was used as the 

software with which to generate the various lists of collocation candidates.　This software 

not only allows the application of various association measures in the construction of word 

lists, but also includes access to hundreds of language corpora, including the enTenTen₁₂ 
corpus of around ₁₀ billion words of web-based English.　Five separate collocation lists 

were generated using the default setting of a contextual span of ₅ words to the left and 

right of the search word.　The five lists were generated by applying (₁) raw frequency, (₂) 

MI, (₃) t-score, (₄) log-likelihood, and (₅) logDice to the ranking option.　Because of the 

massive size of the corpus, the lists for each method of ranking included thousands of 

collocates.　For this case study, only the top ₂₀ collocates in each list were compared 
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because this was considered sufficient to show the major differences between each list.

3.　Results

As discussed in the introduction above, there are known issues with the formulaic 

workings of the MI, t-score, and log-likelihood association measures.　In general, the 

weakness of MI is that it tends to highlight collocates which are rare in the corpus, whilst 

the weakness of the t-score and log-likelihood measures is that they tend to highlight func-

tion words and punctuation (McEnery & Hardie, ₂₀₁₂).　These issues are then likely to 

get magnified when used in the analysis of web corpora, due to their massive amount of 

text combined with the very high likelihood of spelling, grammar, and formatting issues.

Table ₁ shows the top ₂₀ collocates for the English word ＇zero＇, ranked initially by raw 

frequency and then by MI, t-score, log-likelihood and logDice.　As can be expected, the 

raw frequency list gives little to work with when attempting to build up a semantic profile 

Table 1.　A comparison of the collocates produced by different ranking methods.

Rank Raw Frequency MI t-score log-likelihood logDice

₁ . ₁₈₉₄₃₈ xpeople ₁₅.₃₁₁ . ₃₉₅.₀₄₃ . ₆₄₁₀₀₅.₅₇ Ground ₉.₁₇₆

₂ , ₁₄₄₈₀₈ dougpositive ₁₅.₀₄₄ , ₃₃₄.₈₃₆ , ₄₀₂₁₇₁.₂₂ zero ₈.₇₈₂

₃ the ₁₃₃₆₀₂ Paymydownpayment ₁₄.₈₅₁ the ₃₁₄.₈₆₇ to ₃₄₅₆₁₄.₆ tolerance ₈.₇₁₃

₄ to ₁₁₁₇₂₄ mask-charge ₁₄.₈₅₁ to ₃₀₁.₈₄₉ the ₃₃₂₈₁₆.₄₈ Zero ₇.₈₄₁

₅ and ₈₅₉₀₁ pointsaffiliations ₁₄.₈₅₁ and ₂₅₇.₅₅₅ is ₂₃₅₈₇₀.₉₁ Double ₇.₆₅₃

₆ a ₇₇₆₂₄ UnionsAbsolutely ₁₄.₈₅₁ a ₂₄₉.₂₃₄ and ₂₂₅₇₁₁.₁ cost ₇.₂₅₁

₇ of ₇₅₁₀₂ Kiyona ₁₄.₈₅₁ is ₂₃₉.₇₄₄ a ₂₂₂₂₄₆.₂₉ emissions ₇.₂₃₅

₈ is ₆₆₈₃₆ tazzari ₁₄.₈₅₁ of ₂₃₇.₂₃₃ of ₁₈₁₉₁₀.₀₅ Waste ₇.₁₇₅

₉ in ₅₇₅₈₁ budgetaug ₁₄.₈₅₁ in ₂₁₄.₆₁ in ₁₆₂₂₅₆.₁₁ gravity ₇.₀₈₇

₁₀ with ₄₀₈₆₀ degreesbelow ₁₄.₈₅₁ with ₁₈₈.₀₇₇ with ₁₄₅₂₂₅.₃₄ ground ₇.₀₆₁

₁₁ for ₃₇₈₅₆ Wait-State ₁₄.₈₅₁ for ₁₇₄.₈₅₄ Ground ₁₃₁₆₃₆.₀₄ degrees ₆.₈₄₆

₁₂ that ₃₄₅₅₃ predecession ₁₄.₈₅₁ on ₁₆₉.₉₃₄ cost ₁₂₉₆₂₃.₄₈ reset ₆.₈₀₈

₁₃ on ₃₃₉₆₁ Fome ₁₄.₈₁₉ that ₁₆₃.₇₁₉ zero ₁₂₁₃₉₅.₉₄ carbon ₆.₇₈₃

₁₄ have ₂₇₂₂₂ Tsukaima ₁₄.₈₀₅ have ₁₅₃.₅₁₄ on ₁₁₃₀₆₆.₀₁ near ₆.₆₁₄

₁₅ or ₂₆₁₄₃ lygerzero ₁₄.₇₈₇ or ₁₅₀.₅₇₆ for ₁₀₈₀₄₆.₈₈ balance ₆.₆₁₂

₁₆ you ₂₅₃₆₂ Craigslitst ₁₄.₇₅₂ ( ₁₄₇.₉₃ have ₉₅₉₇₅.₆₀₆ interest ₆.₆₀₁

₁₇ be ₂₅₂₀₀ childrenreadingbookswithparents ₁₄.₇₁₄ at ₁₄₇.₆₈ tolerance ₉₃₁₀₉.₀₈₆ below ₆.₅₅₂

₁₈ ( ₂₄₉₄₀ superif ₁₄.₆₉₉ ) ₁₄₄.₀₅₉ or ₉₂₇₀₃.₆₀₂ sum ₆.₅₃₁

₁₉ at ₂₄₇₈₄ distributelab ₁₄.₆₈₁ be ₁₄₃.₃₉₄ at ₉₂₆₆₁.₃₄₃ percent ₆.₅₂₇

₂₀ The ₂₄₄₆₁ MeltDown ₁₄.₆₈₁ The ₁₄₁.₈₀₉ ( ₉₂₂₃₃.₅₁₃ mosque ₆.₄₉₃
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of the word ＇zero＇ in the enTenTen₁₂ corpus, as it highlights only grammatical function 

words and punctuation.　For the MI score, which is biased towards low-frequency words, 

of which there are many in web corpora, the list of collocates produced by this measure 

seems to be dominated by company names, web addresses and spelling mistakes.　
Indeed, the average frequency of these collocates is ₂₄.₆, which in a ten- billion-word cor-

pus is extremely low.　The t-score and log-likelihood measures are biased towards fre-

quent words in the corpus and because the enTenTen₁₂ corpus contains around ten-billion 

words, these scores produce lists similar to the raw frequency list in that they are domi-

nated by function words and punctuation items.　However, log-likelihood is slightly the 

better of the two as it includes several words which start to give a sense of how ＇zero＇ is 

used in the corpus (Ground, cost, tolerance).

When the collocates are ranked by logDice, which is a variant form of the Dice score 

that fixes the issue of the scores being very low numbers (Rychly, ₂₀₀₈, p. ₆), the list is 

markedly different.　The logDice measure brings out collocates which give a clear over-

view of the variety of ways in which ＇zero＇ is being used.　In other words, the logDice 

association measure brings to the top of the list collocates which have a stronger, more 

magnetic relationship with the search word.　A check of a sample of the concordance 

lines of each collocate showed that ＇Ground＇ very often refers to ＇Ground Zero＇ (which also 

explains the frequent occurrence of ＇Zero＇ with a capitalized ＇Z＇), the collocates ＇emissions＇ 
and ＇waste＇ show that zero is being used to talk about the reduction and control of some-

thing, and ＇cost＇, ＇interest＇, ＇tolerance＇ and ＇gravity＇ reveal that zero relates generally to an 

absence of something.　As such, with the lexical rather than grammatical collocates 

derived from the application of the logDice association measure, it is possible to begin 

building a semantic profile of the word ＇zero＇, grouping the collocates into different catego-

ries, such as ＇location＇, ＇number＇, ＇reduction＇, and ＇absence＇.　Such categorical groupings 

are not possible with these top ₂₀ collocates in each of the other lists, and instead would 

need much longer lists.

4.　Conclusion

This small case study of the various collocates of the search word ＇zero＇ generated by 

the application of different association measures sheds light on the issues involved when 

analysing large-scale web-based corpora.　The massive number of words in large-scale 
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web corpora, such as the enTenTen₁₂, most of which are function words, causes the 

t-score and log-likelihood measures to rank function words and punctuation high on the 

collocate lists.　And the fact that web corpora contain many slogans, company names, web 

addresses and spelling errors also means that the MI association measure is similarly 

problematic.　In contrast, the results in Table ₁ showed the logDice score to be an effec-

tive association measure at bringing high quality collocates to the top of collocation list.　
This statistic has other strengths as well in that it is not corpus- specific because it does 

not depend on corpus size, so a logDice score from one corpus can be compared to the 

score in another corpus of different size (Rychly, ₂₀₀₈, p. ₈).　And further, the theoretical 

maximum score of logDice is ₁₄, which means it is much easier for the user to compre-

hend than some of the very large and very small numbers given by other measures 

(Rychly, ₂₀₀₈, p. ₉).

The main implication of these results is that because corpus analysis software usually 

comes with default sorting and ranking options applied to the creation of word lists, with 

the option of selecting a different measure based on user preference, the user of the vari-

ous corpus analysis software tools needs to be aware of the various issues involved in the 

application of different association measures.　With this knowledge, they can then make 

an informed decision as to whether they keep the default option or make a new selection 

of association measure when running their analyses.　Indeed, when analysing web-based 

corpora, it may even be that a new corpus analysis software tool needs to be selected if the 

current selection does not include a sufficient range of association measures.
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